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ABSTRACT 
This study evaluates the performance of synthe5c data generated by large language models (LLMs) in Kenya by 
comparing them to benchmark survey data collected through computer-assisted telephone interviews (CATI). Using 
two LLMs (Meta Llama 3.1 and OpenAI ChatGPT-4o-mini), the study examines how well synthe5c data replicate 
demographic aMributes, food consump5on paMerns, media and technology use, aNtudes and experiences with 
humanitarian aid, and correla5ons between variables. 

Despite demographic alignment between synthe5c and CATI datasets, synthe5c data exhibited significant 
discrepancies in behavioral and aNtudinal outcomes. Synthe5c data exhibited serious, large, and unpredictable 
devia5ons from the real-world CATI benchmark data. Further, correla5ons, such as the rela5onship between educa5on 
and food insecurity, were inconsistently reproduced, raising concerns about validity. There were few differences in the 
performance of LLMs depending on whether promp5ng was done in English versus Swahili. 

The findings underscore the influence of contextual biases in LLM training data and highlight the limita5ons of synthe5c 
data in underrepresented seNngs like Kenya. This study contributes to understanding synthe5c data's poten5al and 
challenges, offering insights for future applica5ons in diverse contexts. 

Rapid advances in ar5ficial intelligence (AI) enable researchers to create “synthe5c data” using large language models 
(LLMs) such as ChatGPT. Synthe5c data are produced by crea5ng respondent “personas” and promp5ng those 
personas to answer survey ques5ons via LLMs. Synthe5c data generated by LLMs have the poten5al to provide insights 
about public opinion, poli5cs, consumer behaviour, or other topics, without the 5me and expense of collec5ng primary 
data from individuals. But can synthe5c data truly replicate the aNtudes and behaviours of real-world people, 
especially on diverse and complex topics? How do LLMs perform in seNngs outside of the United States and Europe, 
where most training data for LLMs are generated? These ques5ons mo5vate our study, in which we evaluate the 
performance of two LLMs (Meta’s Llama and Open AI’s ChatGPT) against a benchmark survey in Kenya using both 
English and Swahili promp5ng. 

 

 

 

 

 

  



1. BACKGROUND 
To generate synthe5c data, researchers create “personas” or synthe5c data respondents (SDR) with defined aMributes. 
These aMributes are typically socio-demographic variables such as age, gender, educa5on) but can also involve other 
characteris5cs that are correlated with the key outcome variables of the survey. 1 

A common method of genera5ng SDRs is “silicon sampling” (Argyle et al., 2023), where SDRs are based on real-world 
respondents from real-world survey microdata, such as the American Na5onal Elec5on Study (Bisbee et al. 2024) or 
the German Longitudinal Elec5on Study (von der Heyde, Haensch, and Wenz 2023). Researchers create one or more 
SDRs for each real-world respondent, and then prompt these SDRs to answer survey ques5ons through an LLM, 
instruc5ng to answer ques5ons by taking their aMributes into account.2 

When SDRs “answer” survey ques5ons, can be random varia5on in their responses. In other words, the same prompt 
can yield two different outputs because of inherent random varia5on in the LLM. For this reason, some studies have 
SDRs complete the survey mul5ple 5mes. Bisbee et al. (2024)used 30 comple5ons per SDR, from each of the 7,530 
real-world respondents from the ANES, and then average responses from the 30 SDRs. von der Heyde, Haensch, and 
Wenz (2023)used 5 comple5ons per SDR. Qu and Wang (2024) used 100 comple5ons per SDR. 

It is possible to prompt LLMs in many languages. Most studies prompt in the na5ve language of the country, though 
one study used English in South Africa (Qu and Wang 2024). Another study conducted experiments and prompt in both 
English and the country’s na5ve language to iden5fy the impact of promp5ng language (Von Der Heyde, Haensch, and 
Wenz, n.d.). 

Responses from these SDR are then compiled, resul5ng in a dataset similar to datasets produced from primary data 
collec5on with real-world respondents. Some studies also ask the SDRs to provide a ra5onale for their response and/or 
their confidence level (Bisbee et al. 2024; Qu and Wang 2024). 

Researchers have evaluated the performance of LLM-generated synthe5c data by comparing to real-world survey data 
(see Table 1 for selected studies). Studies generally show that synthe5c data can roughly approximate binary outcomes 
(e.g., vote choice between two U.S. Presiden5al candidates) and means. However, synthe5c data produce poor quality 
data for categorical outcomes (e.g., vote choice in a mul5-party system such as Germany) and correla5ons between 
variables. 

Rela5ve to real-world data, synthe5c data consistently performs beMer for countries and social groups that are beMer 
represented in data used to train LLMs. Training data are largely in English and dispropor5onately reflect educated, 
American, male, and educated perspec5ves. For example, one study showed that performance of synthe5c data when 
es5ma5ng vote choice is significantly worse in Brazil, Japan, Singapore, and South Africa (compared to the United 
States) (Qu and Wang 2024). Another study demonstrated that synthe5c data perform worse in Eastern European 
countries and countries with Slavic languages (Von Der Heyde, Haensch, and Wenz, n.d.). Yet another study showed 
that synthe5c data produce very poor es5mates of Black American’s social aNtudes (Sun et al. 2024). 

 
1 In their study predic/ng poli/cal behaviour in Germany, von der Heyde et al. (2024) provide an example of a persona: “I am 28 years old and 
female. I have a college degree, a medium monthly net household income, and am working. I am not religious. Ideologically, I am leaning 
center-leH. I rather weakly iden/fy with the  Green party. I live in West Germany. I think the government should facilitate immigra/on and take 
measures to reduce income dispari/es.” 

2 Another method is “random silicon sampling” (Sun et al., 2024), which creates SDRs based on demographic distribu(ons in the 
populaBon (rather than matching individual survey data). 



Table 1. Performance of LLM-Generated Synthe3c Data (selected studies) 
Cita3on and 
Country 

Key Outcomes of 
Interest 

Performance of Synthe3c Data (rela3ve to Real-World Data) 

Argyle et al., 
(2023) 
United States 

US. presiden5al vote 
choice (2012, 2016, 
and 2020) 

• Vote choice in was similar between synthe5c and real-world 
data (with some varia5on) 

• High correla5ons between 22 social groups and vote choice 
• High correla5ons between social groups and other poli5cal 

behaviours 

Bisbee et al. 
(2023) 
United States 

Feeling 
thermometers about 
16 groups 

• Average responses are similar to real-world data 
• Regression coefficients are very different 
• Removing informa5on about poli5cal orienta5on in the 

personas reduces performance of synthe5c data 
• Results from synthe5c data change over 5me because of 

changes in LLMs 
Qu and Wang 
(2024) 
Brazil, Japan, 
Singapore, South 
Africa, Sweden, 
USA 

Vote choice 
ANtude about 
economy versus 
environment 

• Performance of synthe5c data is significantly beMer in the 
United States (and Sweden, to a lesser extent) compared to 
other countries. Performance is lowest in South Africa. 

• Synthe5c data have closer agreement with real-world data for 
men, older people, upper social classes, and educated people 

Sun et al. (2024) U.S. presiden5al 
vote choice (2020) 

• Vote choice similar between synthe5c and real-world data 
overall, but synthe5c data had poor performance with some 
subgroups. 

• Simula5on of different synthe5c data consistent in vote choice 
• Synthe5c data had mixed results es5ma5ng 10 aNtudes towards 

social issues, with very poor results for Blacks, Independents, 
Democrats, among other groups. 

von der Heyde, 
Haensch, and 
Wenz (2024a) 

Past vote choice in 
German mul5-party 
system 

• Synthe5c data produces skewed vote choice 
• Synthe5c data had modest predic5ve accuracy 
• Poor performance with predic5ng vo5ng behaviour from socio-

demographic and poli5cal aMributes 
von der Heyde, 
Haensch, and 
Wenz (2024b) 

Future vote choice 
in European 
Parliament Elec5ons 

• Synthe5c data overes5mate turnout by 34 percentage points 
• Synthe5c data have poor performance in predic5ng winner or 

ranking of party vote shares 
• Performance is worse in Eastern European countries and 

countries using Slavic languages 
• Promp5ng in English (vs. na5ve language) is beMer for 

es5ma5ng voter turnout, but worse for es5ma5ng party vote 
shares 

 

 

 



Despite a flurry of evalua5ons of synthe5c data, research remains limited in several ways: 

1. Poli3cal Behaviour: Most studies focus on poli5cal behaviour, specifically voter turnout and vote choice in the 
United States (Argyle et al., 2023; Bisbee et al., 2024; Sun et al., 2024) and Germany (von der Heyde, 2024). 
Poli5cal behaviour may be an easier “test case” for synthe5c data, given the voluminous text data on the 
Internet (especially in the United States) available to train LLMs (Bisbee et al., 2024). 

2. Regional Bias and Limited Representa3on: Almost all studies are based in the United States and Europe, 
where training data are plen5ful. With the excep5on of Qu and Wang (2024), who study South Africa, we are 
unaware of research on synthe5c data in sub-Saharan Africa. The performance of synthe5c data may be 
different in sub-Saharan Africa because LLMs have less training data aligned to the context. 

3. Narrow Scope of Outcomes and Methods: Most studies use one or two outcome variables. Excep5ons include 
Bisbee et al. (2024) who study aNtudes towards 16 social groups and Sun et al. (2024) who study 10 aNtudes 
towards social issues. However, these studies use the same indicators (e.g., feeling thermometers in Bisbee et 
al., 2024). We are unaware of research that examines a range of topics using different ques5on types (e.g., 
select one, mul5ple select, ra5ng scales). 

2. THE PRESENT STUDY 
The objec5ve of the current study is to evaluate the performance of synthe5c data in Kenya. As detailed in the next 
sec5on, we conducted a survey via phone (computer-assisted telephone interviewing, or CATI) with real-world 
respondents. The CATI survey represents the benchmark for the study. We then produced synthe5c data and 
compared the synthe5c data. We interpret devia5ons between the CATI and synthe5c data as evidence of problems 
with the synthe5c data (see detailed analysis plan in Sec5on 3). 

This study makes three main contribu5ons to the literature on synthe5c data: 

1. Less Developed Context: Conduc5ng this study in the context of Kenya sheds light on the poten5al of synthe5c 
data to replicate real-world data in a less developed seNng. As highlighted in Sec5on 1, most LLMs are trained 
on data predominantly in English and sourced from developed regions. This raises concerns about whether 
LLMs can adequately capture the contextual nuances required for accurate data replica5on in less developed 
contexts. AI companies typically rely on publicly available sources such as TV shows, movies, academic studies, 
and digital resources—resources that are compara5vely scarce in regions like Kenya due to limited produc5on, 
fewer academic outputs, and lower levels of digital connec5vity. As a result, the training data for these models 
lack representa5on of local knowledge and cultural context, making this study a crucial test of synthe5c data's 
performance in such environments. 

2. Mul3ple outcomes: Most studies on synthe5c data use either one outcome (e.g., vote choice) or at maximum, 
a handful of outcomes. However, using such a limited number of outcome variables limits our understanding 
of the types of social phenomena where synthe5c data performs well. Our study uses a large number of 
outcome variables. By studying which outcomes synthe5c data performs well (and not well), we can shed light 
on the substan5ve areas where synthe5c data is helpful. 

3. Language: Most LLMs were trained and engineered in English. When applying synthe5c data in non-English 
contexts, it is unclear whether prompts to LLMs should be generated in English or a local language. On one 
hand, English may be more appropriate, given that LLMs are developed in English. On the other hand, using a 
local language (e.g., Swahili in Kenya) may be more effec5ve because local languages may produce data that 
is more contextually relevant. 



We ask the following research ques5ons: 

Research Ques+on 1: How does synthe5c data compare to real-world data (from the CATI survey) with respect to the 
responses provided? We evaluate this research ques5on by comparing the response distribu5ons between synthe5c 
and CATI data. Because the synthe5c data were generated via silicon sampling, the socio-demographic composi5on of 
synthe5c and CATI data should be the same. 

Research Ques+on 2: Beyond univariate distribu5ons (Research Ques5on 1), do established correla5ons hold for 
synthe5c data? This research ques5on is a test of criterion validity. We take a well-established correla5on that holds 
in the CATI data and in the real world: the associa5on between educa5on and food insecurity. Less educated people 
have higher levels of food insecurity because of a lack of economic resources. In our analysis, we show a cross-
tabula5on of educa5on and three indicators of food insecurity. The CATI data show the expected results (i.e., less 
educated people have more food insecurity.) The ques5on is: Do the synthe5c data also show this correla5on? If the 
synthe5c data were valid, then one would expect these data to also show this correla5on. However, if the synthe5c 
data show no correla5on (e.g., no difference in food insecurity by educa5on), or a correla5on in the opposite direc5on, 
then the accuracy of synthe5c data would be called into ques5on. 

Research Ques+on 3: How does promp5ng in Swahili versus English affect answers to the first two research ques5ons? 

Research Ques+on 4: How do the results of this study vary by LLM? As detailed in the next sec5on, we produced two 
sets of synthe5c data: one with Meta Llama’s 3.1 Model 8b and Open AI’s ChatGPT-4o-mini. In the analysis, we explore 
whether one of these LLMs shows higher performance than the other. 

3. DATA AND METHODS 
3.1 CATI Data 
We conducted a cross-sec5onal CATI survey in Kenya between 5-25 September 2024. We used random digit dialling 
(RDD) to interview 1,012 adults (age 18 and over) in Swahili (93%) and English (7%). Mobile phone ownership is high 
in Kenya (92% in 2021; Afrobarometer, 2022a), but nonresponse can be high, especially for older people, women, 
rural, people from rural and less populous regions, and less educated people (Lau et al. 2019; Glazerman et al. 2023; 
Brubaker, Kilic, and Wollburg 2021). The American Associa5on for Public Opinion Research (AAPOR) Response Rate #1 
for this study was 2.7%. To compensate for nonresponse, we used a quota design to ensure that the CATI respondents 
mirrored the na5onal popula5on with respect to age (18-24; 25-34; 35+), gender, and the combina5on of province 
and urban-rural status using data from the 2019 Kenya Popula5on and Housing Census. This methodology is widely 
used in CATI surveys in low- and middle-income countries (e.g., Greenleaf, Gadiaga, Choi, et al., 2020; Guzman-
Tordecilla et al., 2023; Lambrecht et al., 2023). 

The ques5onnaire included five modules: demographics, food consump5on, media and technology use, knowledge 
and aNtudes toward AI, and views on humanitarian assistance. The median length for the interview was 26 minutes. 
Respondents received approximately 1 US dollar in prepaid air5me as an incen5ve for par5cipa5on. 

3.2 Synthe2c Data 
Aver conduc5ng the CATI survey, we produced synthe5c data using two LLMs: Meta Llama 3.1 Model 8b (“Llama”) 
and Open AI ChatGPT-4o-mini (“ChatGPT”). We used the CATI data to generate personas or “synthe5c data 
respondents” (SDR) using principles of “silicon sampling” (Argyle et al., 2023). For each CATI respondent, we created a 



corresponding SDR that matched the CATI respondent age, gender, language, province of residence, urban-rural, 
educa5on, occupa5on, ownership of computer, ownership of television, Internet at home. We then created a persona 
for the SDR in the LLM.3 
We then prompted the SDRs to answer the same ques5onnaire from the CATI interview, using the same ques5on 
wording and response op5ons as the CATI survey. Each SDR only “completed” the interview one 5me. For each LLM 
(Llama and ChatGPT), we created two synthe5c datasets. For the first dataset, we prompted SDRs using survey 
ques5ons and response op5ons in Swahili. For the second, we prompted SDRs using English. This process results in 
four synthe5c datasets: (1) Llama – Swahili; (2) Llama – English; (3) ChatGPT – Swahili; (4) ChatGPT – English. Each 
synthe5c dataset was designed to have 1,102 SDRs that corresponds 1-1 to with a real-world respondent from the 
CATI survey. 
 
During the produc5on of the synthe5c data, we observed that some SDRs did not follow the instruc5ons in our 
prompts. Because these data would not be comparable with CATI, we excluded these data and prompted the same 
SDR to “complete” the interview again. 
 

  

 
3 An example of the persona genera/on is as follows: “You are a 23 year old MALE. You live in the country of Kenya. You live in the COAST 
province. You live in a City or town (Urban) area. The highest level of educa/on you have completed is Complete Primary Educa/on. Your 
occupa/on is PROFESSIONAL / TECHNICAL / MANAGERIAL WORK AT ANOTHER BUSINESS. In your household, you do not a computer or tablet. 
In your household, you do not have a television. In your household, you do not have Internet access.” 



4. RESULTS 
4.1 Demographic Composi2on of Surveys 
Demographic characteris5cs of the four datasets are shown in Table 2 below. These characteris5cs were all used to 
generate the SDRs using principles of silicon sampling (see Data sec5on). Therefore, the demographic distribu5ons 
should not differ between CATI and the synthe5c datasets; CATI were respondents were the basis of genera5ng the 
SDRs that underlie the synthe5c data. 

Table 1: Demographic Composition 
 

Percentages 
 

Difference from CATI 

  
CATI Llama 

English 
Llama 

Swahili 
ChatGPT 
English 

ChatGPT 
Swahili 

 Llama 
English 

Llama 
Swahili 

ChatGPT 
English 

ChatGPT 
Swahili 

18-24 25 25 25 25 25  0 0 0 0 

25-34 29 29 29 29 29  0 0 0 0 

35-44 23 23 23 23 23  0 0 0 0 

45+ 23 23 23 23 23  0 0 0 0 
 

Male 49 49 49 49 49  0 0 0 0 

Female 51 51 51 51 51  0 0 0 0 
           

Urban 38 38 38 38 38  0 0 0 0 

Rural 62 62 62 62 62  0 0 0 0 
 

None 2 2 0 2 2  0 -2 0 0 

Incomplete primary 11 11 34 11 11  0 23 0 0 

Complete primary 14 14 21 14 15  0 8 0 1 

Incomplete secondary 12 12 1 12 12  0 -11 0 0 

Complete secondary 30 31 27 30 30  0 -3 0 0 

Higher education 31 31 16 31 30  0 -14 0 -1 
 

Professional/technical 15 15 38 15 15  0 24 0 0 

Clerical or sales 2 2 0 2 2  0 -2 0 0 

Own business/family 19 19 17 20 19  0 -2 0 0 

Agricultural 25 25 25 25 27  0 0 0 2 

Household/domestic 3 3 2 3 3  0 -1 0 0 

Manual 25 24 0 25 23  -1 -24 0 -2 

Student 3 3 3 3 4  0 0 0 0 

No work 7 7 7 7 8  0 0 0 0 

Other 0 1 6 1 0  1 5 1 0 
 



For age, gender, and urban-rural, there are no differences: the distribu5ons are the same between CATI and synthe5c 
data. 

However, the Llama Swahili synthe5c data does not match CATI with respect to educa5on and occupa5on: The Llama 
Swahili data has significantly less educated respondents than CATI: only 16% have higher educa5on, compared to 31% 
in CATI. Llama Swahili also has fewer respondents in manual occupa5ons compared to CATI (0% and 25%, respec5vely) 
and more respondents in a professional occupa5on (38% versus 15%, respec5vely). Notably, there were no such 
differences between CATI and the other three synthe5c data sources. The discrepancy in Llama Swahili is curious: 
When crea5ng each SDRs, we had explicitly instructed the SDR what its educa5on and occupa5on was. However, SDRs 
in the Llama Swahili data did not choose an educa5on or occupa5on that corresponded to their characteris5cs when 
we created the SDR. 

4.2 Comparison of Survey Responses 

4.2.1 Food 
Table 3 shows the percentage of CATI and synthe5c respondents who report ea5ng different types of foods in the day 
prior to the interview, separately for breakfast, lunch, and supper. The lev panel contains the point es5mates (in 
percentages). The right panel contains the percentage point differences between CATI and each synthe5c dataset. 
Differences larger than 5 or less than -5 are shaded in red. 

There are extremely large differences between CATI and all the synthe5c datasets (with the excep5on of organ meat, 
which was rarely selected by CATI or synthe5c respondents. Some of these differences are extreme. Here, we report 
the results for breakfast, though similar differences exist for lunch and supper. Among CATI respondents, 72% said 
they ate cereals (i.e., starchy foods) for breakfast; cereals were almost never selected by SDRs. In contrast, only 7% of 
CATI respondents chose vegetables for breakfast, but 40-96% of synthe5c data respondents chose vegetables.  

Table 2. Food Consumption: Differences in Point Estimates between CATI (benchmark) and Synthetic Datasets 
 

 Point Estimates (percentage points)  Difference from CATI (percentage 
points) 

BREAKFAST CATI Llama 
English 

Llama 
Swahili 

ChatGPT 
English 

ChatGPT 
Swahili 

 Llama 
English 

Llama 
Swahili 

ChatGPT 
English 

ChatGPT 
Swahili 

Cereals 72 0 2 0 0  -72 -70 -72 -72 
White roots or 
tubers 12 0 27 0 9  -12 15 -12 -3 

Vegetables 7 96 73 40 91  90 67 34 84 
Fruits 5 8 78 37 58  3 73 32 53 
Organ meat 0 0 2 0 0  0 2 0 0 
Flesh meat 1 83 58 11 21  82 57 10 21 
Eggs 4 6 25 40 46  2 21 35 41 
Fish and 
seafood 0 0 10 0 13  0 10 0 13 

Legumes, seeds, 
and nuts 7 22 23 0 1  16 17 -7 -6 

Milk and milk 
products 59 91 21 96 66  32 -38 37 7 



Oils and fats 15 0 17 0 9  -15 2 -15 -6 
Sweets 70 34 12 0 1  -37 -58 -70 -69 
Beverages 81 36 13 69 94  -45 -67 -11 13 
           
 Point Estimates  Difference from CATI 

LUNCH CATI Llama 
English 

Llama 
Swahili 

ChatGPT 
English 

ChatGPT 
Swahili 

 Llama 
English 

Llama 
Swahili 

ChatGPT 
English 

ChatGPT 
Swahili 

Cereals 78 0 4 0 0  -78 -75 -78 -78 
White roots or 
tubers 12 0 13 0 1  -12 1 -12 -11 

Vegetables 55 98 67 83 98  43 12 28 43 
Fruits 8 3 76 0 11  -5 68 -8 2 
Organ meat 0 0 0 0 0  0 0 0 0 
Flesh meat 6 98 57 100 97  92 51 94 92 
Eggs 1 3 25 2 22  2 24 2 21 
Fish and 
seafood 3 18 10 0 13  15 7 -3 10 

Legumes, seeds, 
and nuts 29 48 22 42 1  19 -7 13 -28 

Milk and milk 
products 7 83 22 27 63  76 15 20 55 

Oils and fats 62 0 21 9 3  -62 -41 -53 -59 
Sweets 7 25 10 0 2  17 3 -7 -6 
Beverages 8 49 14 51 90  41 6 43 82 
           
 Point Estimates  Difference from CATI 

SUPPER CATI Llama 
English 

Llama 
Swahili 

ChatGPT 
English 

ChatGPT 
Swahili 

 Llama 
English 

Llama 
Swahili 

ChatGPT 
English 

ChatGPT 
Swahili 

Cereals 93 1 4 0 0  -92 -89 -93 -93 
White roots or 
tubers 8 0 11 0 1  -8 3 -8 -7 

Vegetables 74 94 67 84 97  20 -7 10 23 
Fruits 6 1 79 0 5  -5 72 -6 -1 
Organ meat 0 0 0 0 0  0 0 0 0 
Flesh meat 9 93 57 100 99  85 48 91 90 
Eggs 3 2 22 2 17  -1 19 -1 14 
Fish and 
seafood 8 4 10 5 22  -4 2 -3 14 

Legumes, seeds, 
and nuts 19 30 18 20 1  12 -1 1 -18 

Milk and milk 
products 13 76 24 38 52  63 11 25 39 

Oils and fats 73 0 19 7 3  -73 -54 -66 -71 
Sweets 8 27 12 0 1  18 4 -8 -7 
Beverages 11 40 15 51 91  29 4 40 81 



Table 1 contains a large volume of results (13 food groups x 3 meals x 4 datasets). To provide a more concise summary, 
we calculated the average aggregated average percentage point absolute differences between CATI and Synthe5c 
Data. This calcula5on involves (1) taking the absolute value of the percentage point differences between CATI and the 
synthe5c datasets (i.e., conver5ng the values on the right panel of Table 1 to absolute value); (2) crea5ng an average 
value of the 13 absolute values for each LLM. For example, for the Llama English in Supper, we average the absolute 
92 (cereals), 8 (roots/tubers), 20 (vegetable) … 18 (sweets), 29 (beverages). 

Across the 13 food groups for breakfast, the average absolute difference between CATI and SDRs was 31 percentage 
points (Llama English), 38 percentage points (Llama Swahili), 26 percentage points (ChatGPT English), 30 percentage 
points (ChatGPT Swahili). Chi-square tests of associa5on showed significant differences between CATI and SDR 
respondents for breakfast (p < .01), lunch (p < .01), and dinner (p < .01). These values are shown in Figure 2 below. 

There are no clear differences between English and Swahili (within LLM): some5mes the differences are larger for 
English, but other 5mes, the differences are larger for Swahili. Likewise, there is no clear difference by LLM (Llama 
versus ChatGPT). 

 

 

4.2.2 Media and Technology 
Next, we compare indicators related to media and technology. Table 2 shows that all synthe5c datasets overes5mate 
TV and Internet use, rela5ve to the CATI data. Radio use is also overes5mated, except that Llama English slightly 
underes5mates radio use. 

31 

36 

32 

38 

24 24 
26 

28 27 
30 

38 
35 

Breakfast Lunch Supper

Figure 1. Food Consumption: Aggregated Percentage Point Differences  between 
CATI  and Synthetic Data, by Meal

 Llama English  Llama Swahili  ChatGPT English  ChatGPT Swahili



Table 3. Use of TV, Radio, Internet: Differences in Point Estimates between CATI (benchmark) and Synthetic Datasets 

  Point Estimates   Difference from CATI 

OVERVIEW 
CATI Llama 

English 
Llama 

Swahili 
ChatGPT 
English 

ChatGPT 
Swahili 

 Llama 
English 

Llama 
Swahili 

ChatGPT 
English 

ChatGPT 
Swahili 

Watch TV weekly 74 100 94 100 100  26 20 26 26 
Listen to radio 
weekly 69 59 85 84 84  -9 16 16 16 

Access internet 
weekly 

65 99 95 100 99  34 30 35 35 

 

The surveys included many ques5ons about online ac5vi5es, among those who access the Internet weekly. Due to the 
large volume of data, we present the aggregated percentage point differences between and CATI and synthe5c 
datasets (similar to Figure 1). Please see Appendix Table 1 for the detailed results for each survey ques5on. 

Figure 2a shows large differences between CATI and synthe5c data sources. The differences are consistent across LLM 
and language used in the LLM (English versus Swahili), with the excep5on of Llama Swahili for device used to access 
the Internet (average percentage point difference.) Compared to other ques5ons, apps/websites visited in the last 7 
days had  a smaller difference (15-19 percentage points).  

 

In general, the synthe5c data overes5mate technology use. For example, Appendix Table 1 shows that only 14% of 
CATI online respondents said they used laptop/desktop to access the Internet, compared to over 97% of synthe5c data 
respondents. Training data in the LLMs may not reflect the contextual understanding that Kenyans mostly access the 
Internet via phones, not laptop or desktop computers.  
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Figure 2a. Media and Technology: Aggregated Percentage Point 
Differences  between CATI  and Synthetic Data
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For most but not all indicators, the synthe5c data produce similar (and incorrect) results. As an example, consider the 
ques5on on what apps or websites respondents visited in the last seven days. Some5mes synthe5c data 
underes5mates the true value: 16% of CATI respondents report using Snapchat compared to <1% in the synthe5c data. 
In other cases, synthe5c data overes5mates the true value: Only 80% of CATI respondents report using Facebook, 
compared to 97%+ for synthe5c data. In other cases, the synthe5c data diverge from each other. For example, 26% of 
CATI respondents report using Instagram, compared to 80% (Llama English) and 85% (Llama Swahili) – but only 28% 
ChatGPT English and 11% of ChatGPT Swahili. In sum, results are highly variable, unpredictable, and there is no 
discernible paMern by LLM or language used. 

Similarly, the results in Figure 2b are also highly variable. Llama English performs well when es5ma5ng news from 
different plazorms, but performs the worst for es5ma5ng use of different online shopping plazorms. In almost every 
case, there are large and sta5s5cally significant differences between CATI and the synthe5c data sources. 

 

 

 

4.2.3 Humanitarian Assistance 
Table 3 below shows comparisons between CATI and synthe5c data sources regarding humanitarian indicators. 
Receiving humanitarian assistance is similar between CATI and 3 out of the 4 synthe5c data sources, but ChatGPT 
Swahili overes5mates humanitarian assistance by 83 percentage points. ANtudes about effec5ve aid providers vary 
substan5ally between CATI and all four synthe5c data sources. 
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Table 4. Humanitarian Assistance: Differences in Point Estimates between CATI (benchmark) and Synthetic Datasets 
  Point Estimates   Difference from CATI 

  CATI 
Llama 
English 

Llama 
Swahili 

ChatGPT 
English 

ChatGPT 
Swahili  

Llama 
English 

Llama 
Swahili 

ChatGPT 
English 

ChatGPT 
Swahili 

Received 
humanitarian 
assistance in the 
last 2 years 8 17 4 21 91  9 -3 13 83 
            
Believe that aid is 
effective in 
reaching areas 
where it is 
needed most 21 1 9 - 0  -20 -12 -21 -20 
            

Most effective aid providers, according to respondent (multiple responses possible) 
Local authorities 84 71 70 86 59  -13 -14 2 -25 
Local NGOs 9 80 48 99 64  71 39 90 55 
International 
NGOs 18 50 50 95 68  32 32 77 50 
Kenya Red 
Crescent Society 27 67 76 95 49  39 49 67 22 
UN Agency 7 80 69 98 92  72 62 91 85 
Religious group 10 3 8 21 5  -7 -1 11 -5 
Military groups 0 - 3 - 0  0 3 0 0 
Local business 3 1 17 1 1  -1 14 -2 -1 
Individuals 12 1 35 1 15  -11 23 -11 3 

 

4.4 Validity of CATI and SyntheFc Data 
To test the validity of synthe5c data, we explored whether a well-established correla5on (i.e., a nega5ve associa5on 
between educa5on and food insecurity) is observed in synthe5c data. This analysis moves beyond simple univariate 
sta5s5cs (previous sec5ons) and provides a more rigorous test of criterion validity. We used three indicators of food 
insecurity. In this analysis, we show the percentage of respondents that said “some5mes [3-10 5mes]” or “oven [more 
than 10 5mes]” to the three ques5ons.4 Higher values represent more food insecurity. 

 
4 No Food: In the past 30 days, was there ever no food to eat of any kind in your house because of lack of resources to get food. If yes, how 
oHen? 

Go to Sleep Hungry: In the past 30 days, did you or any household member go to sleep at night hungry because there was not enough food? If 
yes, how oHen? 

Whole Day: In the past 30 days, did you or any household member go a whole day and night without ea/ng anything at all because there was 
not enough food? 

 



Results are shown in Figures 3a, 3b, and 3c. 

In this analysis, we are less concerned with the absolute values, and more focused on whether the synthe5c data 
shows the same associa5on as CATI. As expected, less educated CATI respondents report more food insecurity than 
more educated CATI respondents. 

Figure 3a shows the results for the “No Food” indicator. Both ChatGPT synthe5c datasets show the expected 
correla5on (Chi-square test < .05 for both datasets). However, both Llama datasets do not show the expected 
correla5on. For example, in the Llama English data, 96% of SDRs who didn’t complete primary school said there was 
no food present some5mes/oven – and 96% of SDRs who completed secondary school said they lacked food in the 
same way. This is a non-sensical result; there is no associa5on in the Llama datasets between educa5on and food 
insecurity. 

Figure 3b shows the results for the “Go To Sleep Hungry” indicator. Only ChatGPT English shows the expected 
correla5on. Figure 3c shows the results for the “Whole Day” indicator. Only Llama English shows the expected 
correla5on. 

To summarize: As a whole, the synthe5c data performed poorly. Out of 12 possible associa5ons (4 synthe5c datasets 
x 3 indicators), the expected correla5on only appeared in 4 5mes.  
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5. DISCUSSION 
This study evaluates the performance of synthe5c data generated by large language models (LLMs) in Kenya, 
comparing these data against benchmark survey data collected through CATI (i.e., a phone survey) with real-world 
respondents. By examining mul5ple outcome variables across diverse topical areas (e.g., food consump5on, media 
and technology use, and humanitarian aid), the study advances our understanding of the capabili5es and limita5ons 
of synthe5c data in less developed contexts. 

5.1 Summary of Results 
The results indicate notable discrepancies between synthe5c data and the benchmark CATI data, with significant 
varia5ons in performance across LLMs and promp5ng languages. While the demographic composi5on of synthe5c 
datasets generally mirrored the CATI data, some anomalies were observed, par5cularly with the Llama Swahili dataset, 
where SDRs diverged in educa5on and occupa5onal aMributes despite explicit promp5ng. 

Food consump5on data revealed large and systema5c differences between CATI and synthe5c datasets. Synthe5c data 
oven underes5mated common dietary staples like cereals and overrepresented less commonly consumed items such 
as vegetables and milk. Similarly, synthe5c respondents displayed systema5c errors in repor5ng media and technology 
use. For instance, synthe5c data vastly overes5mated internet access through devices like laptops, which contrasts 
with the predominantly mobile-driven internet use in Kenya. 

Correla5ons between educa5on and food insecurity, an established rela5onship in real-world data, were inconsistently 
replicated. Out of 12 tests, only four showed the expected nega5ve associa5on, highligh5ng the synthe5c data’s 
struggle to capture such nuanced paMerns accurately. Differences across LLMs (ChatGPT vs. Llama) and languages 
(English vs. Swahili) were generally minor, with no clear evidence favoring one approach over another. 

5.2 Implica2ons of Results 
The findings underscore both the poten5al and the challenges of using synthe5c data in diverse contexts. Our study 
demonstrated the feasibility of producing synthe5c data using two different LLMs and using promp5ng in English and 
Swahili. However, our evalua5on of the performance of LLMs showed serious, large, and unpredictable errors. In this 
sec5on, we provide several implica5ons of our results. 

First, our results call into ques5on the increasingly common use of LLMs to generate synthe5c data in less developed 
contexts such as Kenya. LLMs are trained largely in English using training data from the developed West. While our 
study cannot conclusively point to the reason the synthe5c data failed, we suspect the lack of contextually relevant 
training data is a poten5al reason. The lack of contextually relevant training data may be par5cularly evident for highly 
contextual topics such as food consump5on. The LLMs we used may be especially unlikely to have training data about 
the types of foods Kenyans eat at different meals. But the LLMs even failed to replicate even basic findings about 
technology, for which there may be more training data – for example, the fact that few Kenyans access the internet 
on a laptop or desktop. These issues highlight the need for localized training data or context-specific fine-tuning of 
LLMs to improve performance in seNngs such as Kenya. 

Second, some5mes LLMs do not even follow the prompts that generated the SDRs. For example, the Llama Swahili 
LLM produced educa5onal and occupa5onal distribu5ons that were not aligned to their own personas. Put simply, we 
instructed 25% SDRs to answer as if they worked in manual occupa5ons, but when they answered a ques5on about 



their occupa5on, 0% of SDRs chose manual occupa5ons. It is unclear why this error occurred with the Llama Swahili 
data and not the other three synthe5c datasets, but it could be due to errors in how Llama processes Swahili text. 

Third, the findings suggest that the choice of promp5ng language alone is insufficient to address the quality issues in 
synthe5c data, as we found no meaningful or consistent difference between promp5ng in Swahili versus English. Based 
on our anecdotal experience, we have found that LLMs process Swahili text with more errors compared to English. Our 
results suggest the need for addi5onal training of LLMs based in Swahili language data, which may beMer reflect the 
experiences and aMributes of Kenyans, and, overall, the need for fine-tuning models with richer, language-specific data 
to ensure more accurate outputs in mul5lingual seNngs. 

Beyond technical limita5ons, the findings offer important insights for prac5cal applica5ons and policy considera5ons. 
There is a clear opportunity for partnerships between AI developers and researchers to enhance the quality and 
representa5veness of training data in underrepresented contexts. Such collabora5ons could lead to the development 
of LLMs that are more contextually aware and capable of producing data that reflects local reali5es more accurately. 
Policymakers, in par5cular, can play a cri5cal role by suppor5ng ini5a5ves that strengthen data infrastructure in low-
resource seNngs. Improving access to localized data would allow for more robust AI training datasets, enhancing the 
reliability and validity of synthe5c data outputs. 

These findings highlight both the poten5al and significant limita5ons of using LLM-generated synthe5c data in diverse 
contexts. 

5.3 Limita2ons 
This study presents several limita5ons that should be acknowledged when interpre5ng the findings. First, each 
synthe5c data respondent completed the survey only once. Ideally, mul5ple comple5ons per respondent should be 
considered to stabilize results through averaging - our single-comple5on design could have increased the variability of 
the data. Future research should consider allowing mul5ple responses per synthe5c respondent to mi5gate random 
varia5on and beMer reflect stable paMerns. 

Second, the synthe5c data was generated at a single point in 5me. LLMs are dynamic; as they receive updates, their 
performance and capabili5es may evolve (e.g., Bisbee et al., 2023). Consequently, the validity and consistency of 
synthe5c data might change over 5me. To account for this variability, future studies should conduct longitudinal 
research to assess how synthe5c data quality shivs with updates to LLM algorithms. 

Third, this study was geographically and linguis5cally confined to Kenya, focusing exclusively on English and Swahili 
prompts. While this focus offers valuable insights into an underrepresented context, it limits the generalizability of the 
findings. Expanding research efforts to include other low-resource countries and diverse linguis5c environments would 
provide a broader understanding of the global applicability of synthe5c data. 

Finally, the study did not explore the poten5al effects of different survey designs or the role of prompt engineering in 
improving synthe5c data outcomes. Future research should inves5gate how varying prompt structures or survey 
methodologies influence the validity of LLM-generated data. Understanding these dynamics could provide prac5cal 
recommenda5ons for improving synthe5c data quality in underrepresented contexts. 

  



5.4 Conclusions 
This study builds on prior research, including Bisbee et al. (2024), confirming significant limita5ons when using LLM-
generated synthe5c data to replicate nuanced behavioral paMerns in low-resource seNngs. While our Kenya-focused 
study shows synthe5c data can reasonably approximate demographic characteris5cs, it fails to capture context-
dependent reali5es, behavioral paMerns, and established correla5ons—raising fundamental concerns for empirical 
research methodologies. 

For the research community, these findings necessitate a more disciplined approach to synthe5c data integra5on. 
Researchers must address the systemic underrepresenta5on of low-resource contexts through deliberate 
collabora5on with local ins5tu5ons, ensuring cultural, linguis5c, and socioeconomic factors are accurately represented 
in datasets used for analysis and model training. 

Our findings suggest prompt design significantly influences synthe5c data quality. Observed discrepancies likely stem 
from both inherent model limita5ons and prompt construc5on. Future methodological research should inves5gate 
how refined promp5ng strategies can enhance data validity, par5cularly in diverse, underrepresented seNngs where 
contextual nuance is crucial. 

As synthe5c data becomes increasingly aMrac5ve for cost-constrained research, especially in low-resource 
environments, the research community must establish robust valida5on frameworks. We recommend implemen5ng 
standardized protocols that require synthe5c insights to be corroborated with real-world data before informing 
meaningful conclusions or policy recommenda5ons. 

While this study focused specifically on Kenya, the implica5ons likely extend to other low-resource seNngs. Cross-
regional compara5ve studies are needed to determine whether these discrepancies reflect Kenya-specific factors or 
represent systema5c challenges in synthe5c data genera5on across similar contexts. 

Targeted methodological innova5ons could significantly improve synthe5c data reliability. Promising approaches 
include fine-tuning models with regionally representa5ve datasets, enhancing mul5lingual capabili5es for local 
language processing, and integra5ng culturally contextual informa5on. Organiza5ons with deep local survey exper5se, 
such as GeoPoll, represent valuable research partners for developing these capabili5es. 

For the research community to responsibly leverage synthe5c data's poten5al, we must priori5ze methodological rigor 
alongside contextual accuracy. This requires developing techniques that address systemic biases in training data, 
establishing rigorous valida5on standards, and deepening our understanding of synthe5c data performance across 
diverse global contexts. Through these efforts, synthe5c data can evolve into a more reliable complement to tradi5onal 
research methodologies, par5cularly in resource-constrained environments where data collec5on remains 
challenging. 

  



APPENDIX TABLES 
Appendix Table 1. Differences by Media and Technology 

  Point Estimates  Difference from CATI 

DEVICE USE TO 
ACCESS INTERNET 
(Among Interet 
Users) 

Point Estimates  Difference from CATI 

Laptop/desktop 14 97 100 100 100  82 85 85 86 

Mobile device 99 100 100 100 100  1 1 1 1 

Tablet 3 12 83 21 43  9 81 19 41 

Smart TV 6 12 17 18 5  6 11 12 -1 

Other 0 0 15 0 0  0 15 0 0 

            

APPS/SITES VISITED 
IN LAST 7 DAYS 
(Among Interet 
Users) 

Point Estimates  Difference from CATI 

Facebook 80 97 98 99 99  17 18 19 19 

Snapchat 16 0 0 0 0  -16 -16 -16 -16 

Instagram 26 80 85 28 11  53 59 2 -15 

Youtube 60 86 84 99 99  26 23 39 39 

LinkedIn 6 1 0 7 8  -5 -6 1 2 

TikTok 69 1 1 0 0  -68 -68 -69 -69 

Twitter/X 21 2 15 2 0  -19 -6 -19 -21 

Pinterest 5 0 0 0 0  -5 -5 -5 -5 

Reddit 3 0 0 0 0  -3 -3 -3 -3 

Telegram 18 7 17 0 0  -10 0 -17 -18 
Facebook 
Messenger 51 19 40 0 0  -31 -10 -50 -51 

WhatsApp 84 97 94 100 99  13 10 16 15 

Discord 2 0 0 0 0  -1 -1 -2 -2 

Twitch 2 0 0 0 0  -2 -2 -2 -2 

Threads 3 0 0 0 0  -3 -3 -3 -3 

            

CONTENT 
NORMALLY 
CONSUMED 
ONLINE 

Point Estimates  Difference from CATI 

News/current 
events 87 87 87 100 99  0 0 13 12 

Soap operas and 
drama 55 93 25 78 68  38 -30 23 13 

Sports 62 83 91 58 87  21 29 -4 26 

Cartoons / 
children's shows 32 60 12 0 2  29 -20 -31 -30 



Comedy 67 68 43 52 29  0 -24 -15 -38 

Romance 32 11 49 0 3  -21 17 -32 -28 

Food / Cooking 60 26 2 50 3  -34 -58 -11 -57 

Game shows / 
Competitions 62 15 3 0 0  -47 -59 -62 -62 

Health / exercise 65 0 23 5 23  -65 -43 -61 -43 

Home-related / 
How to / DIY 52 0 4 0 4  -52 -48 -52 -49 

Reality 57 54 2 2 3  -3 -56 -55 -54 

Fantasy / science 
fiction 35 12 1 0 0  -24 -34 -35 -35 

Educational 65 6 7 23 12  -58 -57 -41 -53 

            

OBTAIN NEWS 
WEEKLY FROM THE 
FOLLOWING 
PLATFORMS 

Point Estimates  Difference from CATI 

Television 71 87 99 96 99  16 28 24 28 

Radio 62 64 96 29 94  2 34 -33 32 

Print media 24 9 46 0 2  -16 22 -24 -22 

News website 39 36 44 97 95  -4 4 57 56 

Online videos and 
streaming 46 51 39 65 45  5 -6 19 -1 

Social media 62 64 35 98 98  1 -28 35 36 

            

USE OF PAID 
PLATFORMS IN THE 
LAST 4 WEEKS 

Point Estimates  Difference from CATI 

Netflix 5 99 96 54 90  94 91 49 85 

Youtube Premium 2 1 22 0 6  -1 19 -2 3 

Amazon Prime 0 68 74 0 1  68 74 0 1 

Viusasa 1 0 31 93 79  -1 30 92 78 

Startimes On 1 42 61 13 0  41 60 13 0 

DSTV Now 2 97 64 42 4  95 62 40 2 

Showmax 1 61 41 77 88  60 40 76 87 

Apple TV 0 4 2 0 0  4 2 0 0 

Disney + 0 8 23 0 0  8 22 0 0 

HBO Max 0 1 7 0 0  1 7 0 0 

Hulu 0 4 6 0 0  4 6 0 0 

            

SHOP ONLINE IN 
LAST 12 MONTHS Point Estimates  Difference from CATI 

Yes 17 96 98 89 78  80 82 73 61 



           

ONLINE 
PLATFORMS FOR 
SHOPPING 

Point Estimates  Difference from CATI 

Jumia Online Mall 52 96 89 100 99  44 37 48 48 

Kilimall 32 90 80 1 24  58 48 -31 -9 

OLX 0 90 63 16 2  90 63 16 2 

Masoko 1 58 42 0 16  57 41 0 15 

Amazon 1 59 30 0 1  58 29 -1 -1 

Jumia Food 2 7 4 100 99  5 2 98 97 

Uber Eats 2 8 6 59 29  6 4 57 27 

Pigiame 0 10 19 0 0  10 19 0 0 

Glovo 8 9 13 69 11  1 5 61 3 

Instagram 1 43 5 5 1  42 3 4 0 

Facebook 10 28 5 7 16  18 -5 -3 6 

Cheki 0 3 5 0 0  3 5 0 0 

My Dawa 1 1 1 2 0  1 1 1 -1 

Jiji 9 59 10 0 0  51 1 -9 -9 
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